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Summary Statement: Simulation-based medical education (SBME) offers opportunities
for trainees to learn how to perform procedures and to be assessed in a safe environ-
ment. However, SBME research studies often lack robust evidence to support the validity
of the interpretation of the results obtained from tools used to assess trainees’ skills. The
purpose of this paper is to describe how a validity framework can be applied when
reporting and interpreting the results of a simulation-based assessment of skills related to
performing procedures. The authors discuss various sources of validity evidence because
they relate to SBME. A case study is presented.
(Sim Healthcare 10:288Y294, 2015)
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Opportunities for medical trainees to perform procedures

on real patients have decreased for the past decade because of

patient safety concerns,1 imposed reduced work hours,2,3

and shorter hospital stays for patients.4 In answer to this,

simulation-based medical education (SBME) has rapidly

been incorporated into many undergraduate and postgrad-

uate training programs, as a tool for both the teaching and

assessment of procedural competence. If done well, the in-

corporation of SBME can provide an opportunity for

trainees to acquire and practice their skills in a safe envi-

ronment, as well as allow educators to assess their trainees

and provide directive feedback.5 However, recent reviews

examining the use of simulation as an educational inter-

vention in healthcare have highlighted several weaknesses

in SBME research, including the lack of evidence to support

the reliability and validity of the scores obtained from tools

used to assess trainees’ skills.6Y11

Given that novel assessment tools to be used in SBME

are continually being developed and published studies of

their merits abound, it can be tempting for educators to rush

to adopt the ‘‘newest thing.’’12 Doing so places the educator

at risk of using a flawed instrument that may produce results

(eg, assessment scores) that are uninterpretable or invalid

and, therefore, of little value to teachers and learners. To

infer anything about a trainee’s competence, it is imperative

that the measurement instrument used provides scores that

accurately represent his/her abilities. Thus, gathering evi-

dence to support the use of the tool and the appropriateness

of any inferences to be made on the basis of the assessment

scores is essential.13

One of the challenges with assessing competence is that

competence is defined by constructs, which are intangible

concepts that can only be measured indirectly. Examples of

constructs include intelligence or procedural ability. When

assessing constructs, one must make inferences using in-

direct measures. For example, an IQ test may be used as a

measure of intelligence and a procedural objective structured

clinical examination may be used to assess procedural ability.

Although these are not direct measures, one can make in-

ferences about a person’s intelligence or procedural ability

using scores obtained from these tests. Because constructs

cannot be directly measured and interpretations are based

on inferences, one must collect data (ie, evidence) that can

either support or refute a particular inference concerning

the construct being measured. The evidence that is collected

is then evaluated in light of interrelated criteria, such as the

5 sources of validity evidence described in the Standards

of Educational and Psychological Testing.14 The collection

of data based on the ‘‘standards’’ or other relevant frame-

works15,16 can help support the validity argument; that is, the

scores obtained from the assessment accurately and consis-

tently reflect ‘‘true’’ ability and not some other unintended,

or construct-irrelevant, factors.

The purpose of this paper is to describe how a modern

validity framework could be applied to the assessment of

procedural competence using simulation. Table 1 provides

a listing of these sources of validity evidence along with a

definition and a description of possible factors that could

be a threat to each source of evidence. The use of these

sources of evidence to support validity arguments will be

discussed in further detail later. A case study of how a

modern validity framework could be applied when reporting

and interpreting the results of an examination used to assess
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procedural competence will be presented (Appendix 1,

http://links.lww.com/SIH/A242).

SOURCES OF VALIDITY EVIDENCE
Content Evidence

When designing an assessment instrument, one must

consider what one wishes to assess. For most assessments,

including those that purport to measure the ability to per-

form procedures, it is not possible to assess the entire content

domain, and so, it is important to decide which, and how

many, skills should be evaluated. To support content validity,

one must present evidence that the construct being assessed

is adequately represented on an assessment.17 Factors that

contribute to content validity evidence include the following:

the quality of the test items, writer qualifications, the test

specifications (ie, the blueprint), and the scoring rubric.13

To support the validity argument, the use of content

experts to develop test items (ie, the cases or questions used

on a test) is essential. It is important to ensure that the se-

lected content experts are credible and have the necessary

qualifications (ie, clinicians with recognized expertise in

performing the procedures of interest). It is preferable to

include multiple content experts who can offer various

perspectives and who represent different stakeholder groups.

For example, if assessing intubation skills, one might involve

clinicians from anesthesia, emergency medicine, and internal

medicine. Test items should be reviewed to identify potential

flaws that might confuse or cue examinees.

Blueprinting refers to the process by which the content

areas to be covered on an examination are defined. Content

experts can support the content validity argument by en-

suring that the assessment blueprint reflects educational

goals and objectives.18 The need to ensure that a represen-

tative amount of content is included must be balanced with

feasibility and practical concerns. In assessments of knowl-

edge, it is often not possible to assess examinees on all of the

content covered in a curriculum, and so, a representative

TABLE 1. Demonstrating Validity Evidence

Categories of Validity Evidence Examples of Validity Evidence Examples of Threats to Validity

Content evidence

Demonstrating that the construct is
adequately represented

Use of a blueprint based on procedures
of interest

Inclusion of too few questions or cases

Demonstration of case writer qualifications
(eg, cases developed by those who regularly
perform the procedure)

Use of flawed items (eg, cueing)

Demonstration of high-quality cases or
scenarios (eg, by having a review process)

Documentation of a rationale for choice of
scoring rubric (eg, by using previously
studied tools)

Response process evidence

Ensuring integrity of data collection Use of instructions and prompts that have
been reviewed to ensure clarity

Use of unfamiliar equipment and formats

Use of rater training and evidence of
effectiveness of that training (eg, by
demonstrating high interrater reliability)

Lack of test security (eg, examinees cheating)

Use of quality assurance measures
(eg, double-checking data entry)

Internal structure evidence

Analyzing the psychometric
characteristics of the scores obtained

Demonstration of internal consistency
(eg, high Cronbach alpha)

Systematic bias against a group (eg, as identified
through differential item functioning analysis)

Analysis of various sources of error
(eg, generalizability analysis)

Low reliability

Demonstration of association between cases
and total score (eg, item-total correlation)

No evidence of separate dimensions when it is
assumed that there are or vice versa

Evidence for relations to other variables

Exploring how scores relate to other
measures of similar and dissimilar
constructs

Demonstration of moderate to high correlations
with scores from other measures of similar
constructs

Comparison to measures with unknown or low
reliability because a low correlation could
reflect measurement error and not true ability

Demonstration of higher scores with increasing
expertise

Demonstration of lower procedural complication
rates in examinees who are successful on
the examination

Evidence relating to consequences

Considering the intended and
unintended consequences of the
examination.

Documentation of rationale for standard-setting
procedures

Arbitrary pass/fail decisions

Provision of feedback and remediation
opportunities to trainees
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sample of questions is chosen. However, if the sample is too

small (at the extreme, imagine a multiple-choice examina-

tion with only 1 question), there is a risk of construct un-

derrepresentation, meaning that the domain of interest is

not adequately assessed. This is perhaps even more relevant

for an assessment of technical skills, because the ability to

perform 1 procedure, such as abscess drainage, is not nec-

essarily predictive of one’s ability to perform another pro-

cedure, such as suturing of a surgical incision. Therefore, to

avoid the threat of construct underrepresentation, one must

ensure that there are a sufficient number of content-relevant

observations on which the assessment is based.19

Another consideration when creating a blueprint for an

assessment of procedural ability is whether or not to assess

skills in context.20 Successful completion of a medical pro-

cedure often requires more than just technical ability (eg,

obtaining consent, working as part of team), and incorpo-

rating other skill domains can increase realism. As such,

some assessments may include hybrid models (ie, a com-

bination of a simulated patient and a partial task model), and

others may include allied health professionals or other team

members.20Y23 This allows for the creation of cases that more

closely mimic reality and may allow for the assessment of the

nontechnical skills required when performing procedures,

such as communication, collaboration, or professionalism.

For example, examinees may be assessed on their ability to

suture a laceration while interacting with an anxious simu-

lated patient, or they may need to intubate an unstable

patient while managing conflict within a team during a sim-

ulation. However, if more than 1 skill is being assessed (eg,

technical and communication skills), one must consider how

scores will be combined and whether or not measures are

compensatory (ie, whether or not strong performance in 1 area

can compensate for weaknesses in other areas).

The development of an appropriate scoring instrument

is an essential component of the validity argument.24 In-

cluding content experts with knowledge of assessment prin-

ciples can help ensure that instruments are well constructed.

In the case of procedural competence, expert judgment is

required to determine which components of a given pro-

cedure should be assessed, as well as how they should be

assessed (ie, using checklists and/or rating scales).

Procedure-specific checklists are often used when simple

yes/no judgments are required regarding the individual steps

in a procedure (eg, identified landmarks, obtained synovial

fluid, etc). This level of granularity can be useful in guiding

raters (because all they need to assess is whether or not an item

on the checklist was done) and can allow for the provision of

specific feedback on areas of weakness to trainees. Although

checklists are often used because they offer an ‘‘objective’’

assessment, they have also been criticized for rewarding a rote

approach in which trainees may receive high scores despite

missing key steps or even committing egregious errors (such

as sterility breaches), which presents a threat to validity.25

Furthermore, although checklists can reward thoroughness,

which may be desirable if all steps in a procedure are essential,

they may not capture errors related to the timing or order

of steps (eg, creation of a sterile field should be performed

before, not after, an incision is made).

Global rating scales (GRSs) are often used either alone

or in conjunction with checklists and offer raters an op-

portunity to assess skills along a continuum (eg, demon-

strated good procedural flow), make judgements about

complex tasks in which the timing or sequence of actions

is important, and assess overall competence. Global rating

scales have also been shown to be sensitive to performance

differences between experts and novices.26

Despite differences of opinion as to whether checklists

or GRSs are better, there is evidence that well-structured

checklists and well-structured GRSs often produce similar

results.27,28 Regardless of whether checklists or GRSs are

used, the scoring criteria must be clear. Careful wording of

anchors can help raters distinguish between different levels

of competence. In the Objective Structured Assessment of

Technical Skills, a performance-based examination testing

surgical skills, 7 components of technical skill are assessed

using a different 5-point GRS for each.29 For example, in the

rating of ‘‘flow of operation,’’ anchors include ‘‘frequently

stopped operating and seemed unsure of next move,’’ ‘‘dem-

onstrated some forward planning with reasonable progression

of procedure,’’ and ‘‘obviously planned course of operation

with effortless flow from one move to the next.’’ Finally, a

rationale should be provided for how scores from checklists

will be aggregated, how GRS items (if there is more than one)

will be combined, and how summary scores will be tallied.

Response Process Evidence
Once the content of the assessment has been deter-

mined, one must consider how best to collect data about a

trainee’s skills. Response process validity evidence demands

that assessment data is collected with minimal error.13 Re-

sponse process evidence can be broken down into factors

related to responses from examinees and raters and those

related to data integrity.

For the assessment of procedural competence, where

performance-based examinations are often used, one must

ensure that examinees are familiar with the examination

format (eg, the use of partial task models alone vs. hybrid

models, time constraints, etc). They should be provided an

opportunity to familiarize themselves with any equipment

used, particularly if it differs from the equipment normally

available to them. It is also important for them to understand

the limitations of the equipment used. For example, when

using a partial task model for central venous catheter in-

sertion, examinees should be alerted to the lack of visual cues

that would normally be present on a real patient (such as

blood color and pulsatility). Examinees should receive an

orientation, and instructions and prompts during the ex-

amination must be clear. For example, examinees need to

know whether they should simply assume the procedure is

indicated and proceed or whether they should take steps

to ensure that they have obtained consent and ruled out

contraindications to the procedure.

When employing raters, it is important to ensure that

they understand the instruments used and that they are

interpreting the scales as intended. Because human raters

demonstrate inherent variability due to preconceived notions

and rating characteristics (eg, stringency) that influence their
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judgments,30,31 steps should be taken to reduce these poten-

tial sources of error. Rater training has been suggested as

1 method to reduce the potential impact of scorer bias (such

as the halo effect). However, the success of rater training has

been mixed.32 For circumstances where rater variability is an

issue, 1 helpful strategy involves using multiple different raters

for multiple tasks and averaging performance more than the

performance domain.33,34

If standardized patients or simulators are used in the

assessment of procedural ability, it is important to ensure

conformity (ie, by training the actors and using comparable

equipment between examinees) so that all trainees have a

comparable experience.35 Pilot testing can also be used as

part of training to ensure uniformity.

Similarly, if skills have been taught using a specific model

or simulator, one must consider the impact of assessing

trainees on a different model. Although most studies would

suggest that trainees seem to be able to transfer their skills

regardless of differences in the type of simulation used,36Y39

there can be an issue of test fairness, an important validity

concern, when examinees are provided with different testing

experiences.

Quality assurance measures, such as ensuring accurate

data collection and entry, also help provide evidence of re-

sponse process evidence. Using experienced staff to monitor

data entry during a performance-based examination and

performing audits of data entry are useful practices.40

A threat to response process validity relates to cheating.

Issues related to examination security and cheating can ad-

versely affect one’s interpretation of scores because exam-

inees with previous access to assessment materials (eg, a list

of which procedures will be evaluated or a copy of the rating

instrument) may be unduly advantaged.41 Ideally, one must

take steps to ensure that all examinees have access to the same

information about the assessment.

Internal Structure Evidence
After the administration of an assessment, an analysis

of scores can provide further validity evidence. Evidence for

internal structure relates to the psychometric characteristics

of the instrument, such as reliability and generalizability.24

Reliability refers to the reproducibility of assessment results

and may be estimated using measures of internal consistency

such as Cronbach alpha, interrater agreement, or test-retest

agreement.42,43 High reliability suggests that the results of

the test are likely to be reproducible if the test was repeated,

meaning that examinees who score high on their ability

to perform procedures today are likely to perform similarly

well if tested tomorrow. In general, reliability can be in-

creased by increasing testing time or the number of test items

(ie, questions or cases).44 Reliability is a necessary component

of the validity argument; if an assessment includes measures

that are not reliable, then scores resulting from that assessment

will have little meaning.

Although the goal of an assessment is to estimate true

ability as closely as possible, there is always some degree of

measurement error. Various sources of error can be esti-

mated using a generalizability (G) analysis, which considers

the simultaneous impact of multiple sources of error

variance and could include potential interactions between

raters, standardized patients, examinees, and items.45Y47

Once these sources of error are identified, steps can be taken

to limit their influence (eg, the number of assessment tasks

could be increased or rater training could be enhanced).

Further analyses could include studies to identify potential

systematic biases (eg, using a differential functioning anal-

ysis). From a reproducibility perspective, one needs to ensure

that differences in scores are based mainly on differences in

trainees’ ability to perform procedures, rather than from

some other source such as the choice of rater.

Another source of internal structure evidence is related

to dimensionality. Often, when designing scoring in-

struments, the assumption is that some of the items will

measure 1 skill or dimension, and another set of items will

measure a different skill or dimension. Before reporting

results that break the scores down into these dimensions, it is

important to determine whether there is any evidence that

the multiple dimensions really exist or whether the entire

instrument really just measures 1 skill. For example, if 10 items

from a rating scale are found to all be highly correlated

(ie, 90.9) then one might ask whether it is necessary to in-

clude all 10 items, or if fewer items can be used to derive the

same information. A factor analysis (ie, a statistical analysis

used to uncover groups of related items on a test), or even

a simple analysis of correlations across items, can provide

evidence related to the underlying dimensions being tested.

The quality of items used may also be inferred by cal-

culating item-total correlations (ITCs). Item-total correla-

tion is a measure of the strength of the association between

the total examination score and an item (ie, question or

case). A low ITC (ie, usually defined as G0.2) suggests that

the item is measuring something other than the intended

construct (eg, communication skills rather than procedural

ability). As such, a careful review of items with low ITCs

is warranted.

Evidence for Relations to Other Variables
Relations between the scores from a particular assessment

instrument and other variables can provide further validity

evidence.48 One would expect that scores from 2 instruments

attempting to measure the same construct should be highly

correlated. Similarly, scores should not correlate strongly (or

correlate negatively) with scores from assessment instruments

designed to measure different constructs. For example, one

might not expect scores from an assessment of communica-

tion skills to correlate strongly with scores from an assessment

of technical ability. When developing an assessment instru-

ment to measure procedural competence, it is important to

ensure that it successfully measures that construct. Perhaps just

as important, one must question whether or not it adds in-

formation to what can be assessed using more traditional

methods (eg, the use of logbooks or in-training evaluations),

especially because many simulation-based tools designed to

assess procedural competence are costly to implement.49

As an example, one might compare scores obtained

from a bench examination assessing procedural competence

to evaluation forms of trainees completed by preceptors

during a surgery rotation. One would expect the results to
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be positively correlated, and this relationship should be

stronger than scores from unrelated measures (eg, a written

test of knowledge). However, if scores were found to be very

highly correlated, one might argue that an examination of

procedural competence is superfluous and not adding much

information about the trainee. If the correlation was nega-

tive, one might question the validity of one or both of the

sets of scores, because they are purportedly both measur-

ing similar constructs. One could also compare scores to

surrogate measures of competence, such as speed or econ-

omy of motion, expecting those with higher scores to be

more efficient.50

When one obtains an unexpectedly low correlation

between measures of like constructs, one must consider

whether or not this is because the measures are truly

unrelated, or if one of both of the tests scores is not suffi-

ciently reliable. That is, if scores on an assessment have poor

reliability, it will place a limit on the magnitude of the

association with the scores on another assessment. To avoid

misinterpreting the strength of the associations, disattenu-

ated correlations (ie, correlations that are adjusted for the

known reliabilities of examinations) should be used when

possible.51 When the reliability of scores obtained from 1 or

more instruments is not known, correlations should be

interpreted with caution.

Comparing the performance of practitioners with dif-

ferent amounts of training or experience is also a potential

source of validity evidence.52 If a tool is measuring the

intended construct, one would expect more experienced

trainees/practitioners to perform better than novices. For

example, staff surgeons and senior surgical residents would

be expected to have higher scores on an assessment of

technical ability than junior residents and medical students.

If this cannot be demonstrated, then the measurement tool

may be flawed (eg, rewarding thoroughness more than

competence).

The issue of transferability may also be important

when evaluating evidence related to relations to other vari-

ables. If trainees are successful in meeting minimal criteria

when being assessed in a simulated environment, one must

consider whether this skill translates to real patients. When

simulators, mannequins, or bench models are used, one

must question whether or not examinee performance of

the skill is likely to be transferable to human subjects.

Learning transfer can be defined as ‘‘the application of skills

and knowledge learned in 1 context to another context.’’53

An examinee’s ability to perform a procedure on a partial

task model may or may not translate into competence to

perform that procedure on a patient, which calls into

question the predictive validity of the results from that as-

sessment method.

Intuitively, performance assessed using high-fidelity

simulations, such as those using virtual reality, would seem

to be more likely to translate to real-life situations. However,

even low-fidelity simulations have been shown to be useful, at

least in training, and many studies would indicate that there is

relatively little advantage in using high- rather than low-

fidelity simulations.37,38,54,55 A critical review of simulation-

based learning highlighted several examples of positive

translational outcomes, such as a reduction of procedure-

related complications in patients, providing further evidence

that learning transfer occurs in SBME.10 Although there are

relatively few studies that address real outcomes, a recently

published systematic review of the literature did identify a

positive correlation between SBME assessment scores and

patient outcomes in the workplace.56 When possible, to sup-

port the validity argument, researchers should attempt to

gather evidence that the skills shown in the simulated envi-

ronment translate to the ‘‘real’’ world.

Evidence Relating to Consequences
Validity evidence related to consequences refers to the

impact of the assessment itself. This may include both in-

tentional and unintentional consequences as they relate to

trainees, educators, and perhaps even patients.57

For the learner, the intended consequences might in-

clude providing an incentive for learning (ie, the test mo-

tivates them to study material), receiving feedback to

promote continuous learning (such as in formative assess-

ment), and providing them with an endorsement of their

qualifications (such as in summative assessment).

Educators may also be interested in the ability of the

assessment to discriminate between trainees who are com-

petent, or fit to practice, and those who are not. For high-

stakes examinations, such as with board certification, it is

especially important to avoid false-positives (ie, passing

examinees who do not have adequate knowledge or skills)

and false-negatives (ie, failing examinees who are compe-

tent). An important source of validity evidence, therefore,

rests with the accuracy and process of making pass/fail de-

cisions. This typically includes a description for defensible

standard-setting procedures.58 The rationale for standard-

setting procedures (ie, how pass/fail decisions are made)

should be explicit. The choice of standard-setting method

will depend on several factors, including the purpose of

the examination (eg, formative vs. summative), the number

of examinees, the type of assessors used (eg, physician ex-

aminers vs. trained assessors), and available resources.59,60

One must also consider whether or not an examinee can pass

a given assessment with a high mark if they have missed 1 or

more critical steps in a procedure or if they have committed

an egregious error (eg, withdrawing cerebrospinal fluid

during a lumbar puncture).

An important consequence to consider is how assess-

ment decisions can influence patient care. It seems intuitive

that trainees who have been assessed and deemed competent

to perform a procedure, even if primarily based on simu-

lation models, would have better patient outcomes than

those who have not been assessed or who have been assessed

and deemed incompetent. However, when considering con-

sequential validity evidence, it is important to consider that

if the categorization of trainees as being competent is based

on flawed assessments (ie, those who are lacking in sufficient

validity evidence), this could lead to unqualified physicians

performing procedures on real patients.

Another example of unintended consequences is that

the assessment may uncover weaknesses in a curriculum.

Once identified, educators may need to grapple with ways
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to address these weaknesses, which could prove challenging

in an era in which trainees have restricted work hours and

presumably fewer opportunities to perform procedures. This

can prove problematic and limit the acceptability of the

assessment (eg, if there is a high failure rate because exam-

inees did not receive adequate instruction). There are also

implications for educators who must deal with trainees who

are not achieving procedural competence. In all likelihood,

significant resources will need to be invested in remediat-

ing unsuccessful examinees. For trainees, the consequences

of failing an examination may be dependent on remedia-

tion processes (ie, if they fail an examination but have no or

little opportunity to improve due to limited access to pro-

cedural training).

The cost of interventions using SBME for the assessment

of procedural competence must also be considered as part

of consequential validity. Simulation-based medical education

is resource intensive and may not be readily available in all

training programs. When introducing new SBME curricula,

educational leaders may need to justify the cost of its im-

plementation and demonstrate evidence of added value for

their programs.

CONCLUSIONS
Interventions using SBME for the assessment of pro-

cedural competence can be resource intensive. One way to

justify the allocation of resources to SBME assessment is

to gather evidence to support the validity of the results and

any inferences one wishes to make on the basis of them (eg,

competency decisions). There is clearly a need to ensure that

procedural competence is being assessed. We should aim

to begin assessing procedural skills as rigorously as we assess

cognitive skills.

Methods to assess procedural competence range from

informal assessments, such as procedure logs or unstructured

observational assessments, to highly structured performance-

based examinations. Whichever method is used, one should

consider the purpose of the assessment and examine the evi-

dence for the validity of the scores obtained from that method.

Content, response process, internal structure, relationship

to other variables, and the consequences of the assessment can

all provide evidence to support the validity of score-based

inferences concerning the procedural acumen of those being

assessed. Threats to the validity of the assessment need to

be considered.
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